
Mathematical Finance, Vol. 9, No. 2 (April 1999), 117–152

ASYMPTOTICALLY OPTIMAL IMPORTANCE SAMPLING AND
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This paper develops a variance reduction technique for Monte Carlo simulations of path-dependent
options driven by high-dimensional Gaussian vectors. The method combinesimportance sampling
based on a change of drift withstratified samplingalong a small number of key dimensions. The change
of drift is selected through a large deviations analysis and is shown to be optimal in an asymptotic sense.
The drift selected has an interpretation as the path of the underlying state variables which maximizes
the product of probability and payoff—the most important path. The directions used for stratified
sampling are optimal for a quadratic approximation to the integrand or payoff function. Indeed, under
differentiability assumptions our importance sampling method eliminates variability due to the linear
part of the payoff function, and stratification eliminates much of the variability due to the quadratic
part of the payoff. The two parts of the method are linked because the asymptotically optimal drift
vector frequently provides a particularly effective direction for stratification. We illustrate the use of
the method with path-dependent options, a stochastic volatility model, and interest rate derivatives.
The method reveals novel features of the structure of their payoffs.
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1. INTRODUCTION

This paper develops a variance reduction technique for Monte Carlo simulations driven
by high-dimensional Gaussian vectors, with particular emphasis on the pricing of path-
dependent options. The method combinesimportance samplingbased on a change of drift
with stratified samplingalong a small number of key dimensions. The change of drift is
selected through a large deviations analysis and is shown to be optimal in an asymptotic
sense. The directions used for stratified sampling are optimal for a quadratic approximation
to the integrand or payoff function. Indeed, under differentiability assumptions our impor-
tance sampling method eliminates variability due to the linear part of the payoff function,
and stratification eliminates much of the variability due to the quadratic part of the payoff.
The two parts of the method are linked because the asymptotically optimal drift vector
frequently provides a particularly effective direction for stratification.
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Monte Carlo simulation is frequently the only method available for the pricing of complex
path-dependent options, particularly if the number of relevant underlying assets is large or
if additional sources of randomness like stochastic volatility, stochastic interest rates, or
a stochastic convenience yield are included in the model. The computational demands
of simulation have motivated substantial interest in the financial industry in methods for
increased efficiency, as evidenced in part by the growth in commercial software offering
enhancements to Monte Carlo and a large number of publications on the subject in the
practitioner literature. (See Boyle, Broadie, and Glasserman 1997 for an overview of
simulation methods for option pricing.) If a particular derivative security is to be valued
just once or only rarely, the investment required to value it efficiently may not be justified. If,
however, a pricing routine is to be run often—because a firm regularly quotes prices on the
instrument, because it rebalances its hedges frequently, or because prices in many different
scenarios are required for daily value-at-risk calculations—it may well be worthwhile to
carry out some analysis that leads to more efficient pricing. The method proposed here
requires this type of initial investment, but it has the potential to provide enormous variance
reduction as a result.

We restrict attention to simulations driven by a sequence of independent standard normal
random variables. Independent normals can of course be converted into correlated normals
through a linear transformation; and if we allow sufficiently complicated transformations,
a sample from a normal distribution can at least theoretically be converted into a sample
from any other distribution. However, we have in mind simulations of discretized diffusion
processes using, for example, anEuler schemeor higher-order discretization (see Kloeden
and Platen 1992), or an exact solution to a stochastic differential equation if available.
We do not address the issue of discretization bias. Rather, we assume that an acceptable
discretization has already been determined and thus we focus attention on obtaining precise
estimates at that level of discretization. This is a reasonable perspective in practice because
unless an extremely coarse discretization is chosen the statistical error associated with
simulation is likely to overwhelm the bias associated with discretization.

An example helps to illustrate the setting. Consider the pricing of an arithmetic Asian
option on a single underlying asset under standard Black–Scholes assumptions. The price of
the underlying asset under the equivalent martingale measure is described by the stochastic
differential equation

dSt

St
= r dt + σ dWt ,(1.1)

with r the risk-free, continuously compounded interest rate,σ the asset’s volatility,Wt

a standard Wiener process, andS0 fixed. The solution to this equation can be simulated
(without discretization error) on a discrete grid of points 0= t0 < t1 < · · · < tn = T by
setting

Sti = Sti−1 exp([r − 1
2σ

2](ti − ti−1)+ σ
√

ti − ti−1Zi ), i = 1, . . . ,n,(1.2)

whereZ1, . . . , Zn are independent standard normals. The discounted payoff on an arith-
metic Asian option with strikeK is given by

G(Z1, . . . , Zn) = e−rT (S̄− K )+,(1.3)
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with S̄= 1
n

∑n
i=1 Sti . More generally,̄Scould be specified as the average over a subset of the

Sti or a weighted average of these values. The objective is to evaluateE[G(Z1, . . . , Zn)]. A
crude Monte Carlo simulation would simply average replications ofG(Z) over independent
draws of the vectorZ′ = (Z1, . . . , Zn); the first step in our approach is to add a drift vector
to Z.

The integrandG implicitly defined by equation (1.3) is typical of option payoffs in that
it is nonnegative. We may therefore write

G(z) = eF(z)1D = eF(z)1D(z), z ∈ Rn,

whereD = {z ∈ Rn : G(z) > 0}, 1D is the indicator of the setD, andF(z)
4= logG(z) on

D. (Alternatively, we could setF(z) = −∞ off D and omit the indicator.) To identify an
appropriate drift vector, we examine what happens if we replace the driving Wiener process
W in equation (1.1) with a smaller-noise process

√
εW and simultaneously scale the payoff

by raising it to the power of 1/ε. Through a generalization of the classical Laplace method
for integrals known as Varadhan’s Integral Lemma (Dembo and Zeitouni 1993) or a Laplace
Principle (Dupuis and Ellis 1997), we will see in Section 2 that we frequently have

E[eF(
√
εZ)/ε1D] ≈ eψ(z∗)/ε, ε ↓ 0,

in a sense to be made precise, wherez∗ maximizes the functionψ(z) = F(z) − 1
2z′z

over D. Maximizing ψ is equivalent to maximizing the product of the payoff and the
probability density. We usez∗ as the new drift vector and analyze the variance of the
resulting importance sampling estimator. To obtain further variance reduction, we then
stratify (in effect, numerically integrate) along one or possibly more directions inRn. The
vectorz∗ frequently provides a good choice of direction.

There is a large body of work on the use of large deviations asymptotics to identify an
effective change of measure for estimatingrare event probabilitiesby simulation; see, for
example, Glasserman and Wang (1997), Heidelberger (1995), and Shahabuddin (1995) for
numerous references and discussions of the literature, and see Chen et al. (1993) for the
Gaussian case in particular. In the option pricing setting, Reider (1993) uses importance
sampling to price deep out-of-the-money calls, and Boyle et al. (1997) give an application
to pricing knock-in options far from the barrier. In the rare event setting, the integrand is
usually the indicator of a rare set and importance sampling is used to make the set less rare.
In our setting, the set on which a positive payoff occurs need not be rare at all, and yet large
deviations asymptotics are useful in identifying a change of measure. Instead of simply
increasing the probability of an event, the change of measure provided by this analysis
balances the magnitude and probability of payoffs and puts the mean on the trajectory that
effectively maximizes the product of the two.

Importance sampling for diffusion processes is treated in Kloeden and Platen (1992) and
Newton (1994) in a general setting; further developments in the application of the method
to option pricing appear in Andersen (1995), Fourni´e, Lasry, and Touzi (1997), Newton
(1997), and Schoenmakers and Heemink (1997). For problems that can be formulated as
path-independentoptions in continuous time (possibly through augmentation of the number
of state variables), a zero-variance estimator can be obtained through astochasticchange of
drift. Determining the optimal drift, however, requires knowing the option price in advance.
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Most of these references are therefore based on using approximations to the option price
to find approximations to the optimal drift. Andersen (1995) applies the optimal drift
from a simple model to a less tractable one; Newton (1994, 1997) and Schoenmakers and
Heemink (1997) use approximations calculated numerically, and Fourni´e et al. (1997) use
asymptotics around the Black–Scholes model. Some of these approaches rely on PDE
methods, which may make them difficult to use with high-dimensional problems. Because
we restrict ourselves to deterministic changes of drift, the viability of our method should be
less sensitive to problem dimension. Additionally, we explicitly analyze the variance of our
estimators and use this analysis (rather than approximationsper se) to guide the method.

The rest of this paper is organized as follows. Section 2 reviews background on im-
portance sampling and then identifies and analyzes an asymptotically optimal change of
measure. Section 3 addresses the computation of the drift vector for this change of measure.
Section 4 contains a general discussion of stratification, the optimal direction for quadratic
F , and the connection with the optimal drift. Section 5 gives numerical results and prac-
tical considerations for implementation. Section 6 concludes the paper, and an Appendix
contains some proofs.

2. IMPORTANCE SAMPLING

2.1. Preliminaries

Consider the general problem of estimatingc
4= E[G(Z)1D] for someG : Rn→ [0,∞),

with Z ann-dimensional random vector having multivariate densityg. Shortly, we limit
ourselves to the multivariate normal case, but for the moment we keep the setting general.
Let h be another density with the property thatg(z) > 0⇒ h(z) > 0 for all z ∈ D. Then

E[G(Z)1D] ≡ Eg[G(Z)1D] =
∫

D
G(z)g(z)dz

=
∫

D
G(z)

g(z)

h(z)
h(z)dz≡ Eh

[
G(Z)

(
g(Z)

h(Z)

)
1D

]
,(2.1)

where the subscript on the expectation indicates the density with respect to which the integral
is computed. The factorg(Z)/h(Z) is called thelikelihood ratio or Radon–Nikodym
derivative. It follows that, withZ drawn fromh, the estimateG(Z)[g(Z)/h(Z)]1D is
unbiased forc; this is animportance samplingestimate. Its variance is

∫
D

(
G(z)

g(z)

h(z)
− c

)2

h(z)dz.

If G ≥ 0, a zero-variance estimate is thus obtained by choosing

h(z) ∝ G(z)g(z)1D;(2.2)

but the proportionality constant required to make the right side a density is 1/c, precluding
this choice of density unless the desired quantityc is known from the outset. Nevertheless,
this observation provides a useful insight: An effective importance sampling density should
weight points according to the product of their probability and their payoff.
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Now suppose the original probability densityg is the multivariate normal density over
Rn with mean vector 0 and covariance matrixIn, then×n identity. For anyµ ∈ Rn, let hµ
be the normal density with mean vectorµ and the same covariance matrix. WriteEµ for
expectation with respect tohµ. Simple algebra shows that the importance sampling identity
(2.1) becomes

E[G(Z)1D] = Eµ
[
G(Z)e−µ

′Z+(1/2)µ′µ1D

]
.

Thus, drawingZ from hµ and multiplyingG(Z)1D by the likelihood ratio exp(−µ′Z +
1
2µ
′µ) yields an unbiased estimator. Of course, the distribution ofZ underhµ is the same

as that ofZ + µ under the original densityg = h0; making this substitution yields

Eµ
[
G(Z)e−µ

′Z+(1/2)µ′µ1D(z)
]
= E

[
G(Z + µ)e−µ′Z−(1/2)µ′µ1D(Z + µ)

]
(2.3)

and the unbiased estimator

G(Z + µ)e−µ′Z−(1/2)µ′µ1D(Z + µ)

under the original measure. The second moment of this estimator is

Eµ
[
G(Z)2e−2µ′Z+µ′µ1D

]
= E

[
G(Z)2e−µ

′Z+(1/2)µ′µ1D

]
.(2.4)

Among allµ, the optimal one solves the problem

min
µ

E
[
G(Z)2e−µ

′Z+(1/2)µ′µ1D

]
.(2.5)

Even if the optimalµ can be found, it will not in general provide a zero-variance estimator.
Its effectiveness will depend on the extent to whichhµ approximates the optimal density
identified in equation (2.2).

In practice, finding the optimalµexactly is infeasible and some approximation is required.
As in Section 1, let us writeF(z) for logG(z), z ∈ D, so that equation (2.5) becomes

min
µ

E
[
e2F(Z)−µ′Z+(1/2)µ′µ1D

]
.(2.6)

The classical Laplace method for integrals (e.g., Bleistein and Handelsman 1975, Chap. 8)
suggests that, for any fixedµ,

E
[
e2F(Z)−µ′Z+(1/2)µ′µ1D

]
≡ (2π)n/2

∫
D

e2F(z)−µ′z+(1/2)µ′µe−(1/2)z
′z dz

≈ constant× exp

(
max
z∈D
{2F(z)− µ′z+ 1

2µ
′µ− 1

2z′z}
)
.
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Substituting this approximation into equation (2.6) suggests that we may approximate the
optimalµ by solving

min
µ

max
z∈D

{
2F(z)− µ′z+ 1

2µ
′µ− 1

2z′z
}
.(2.7)

Alternatively, we may interpret (2.2) as stating that an effective importance sampling density
assigns high probability to regions ofD on whicheF(z)g(z) is large. In the multivariate
normal case, this suggests choosing the drift vector to be the pointµ that solves

max
z∈D
{F(z)− 1

2z′z}.(2.8)

The next subsection develops a setting in which these approximations become equivalent
and, in fact, optimal in an asymptotic sense.

2.2. Large Deviations and Laplace Principles

We begin with brief generalities on large deviations, then specialize to our context. For
additional background see Dembo and Zeitouni (1993), Deuschel and Stroock (1989), and
Dupuis and Ellis (1997).

A sequence of probability measuresνε on a topological space(X,B) (B the completion
of the Borel sets onX) satisfies alarge deviations principle with good rate function Iif
the functionI : X → [0,∞] is lower semicontinuous with compact level sets and if the
following conditions hold:

(i) for all open setsB ⊆ X

lim inf
ε→0

ε logνε(B) ≤ − inf
x∈B

I (x),

(ii) for all closed setsC ⊆ X

lim sup
ε→0

ε logνε(C) ≥ − inf
x∈C

I (x).

Part of the content of this definition is that if both limits hold for some setD, then we may
write

νε(D) = e[− infx∈D I (x)+o(1)]/ε.

We will use the following version of a result called Varadhan’s Integral Lemma in Dembo
and Zeitouni (1993). This type of result is called aLaplace principlein Dupuis and Ellis
(1997). To accommodate our intended application, we explicitly consider functions that
may take the value−∞. For a setD ∈ B, Do denotes the interior ofD and D̄ the closure
of D.
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LEMMA 2.1. Suppose thatνε satisfies a large deviations principle with good rate func-
tion I . Suppose that f: X → [−∞,∞) is continuous and that for some q> 1

lim sup
ε→0

ε log
∫

eq f (x)/εdνε <∞.(2.9)

Then

(i) for all open sets B

lim inf
ε→0

ε log
∫

B
ef (x)/εdνε ≤ sup

x∈B
{ f (x)− I (x)},

(ii) for all closed sets C

lim sup
ε→0

ε log
∫

C
ef (x)/εdνε ≥ sup

x∈C
{ f (x)− I (x)}.

Thus, ifνε(Do) = νε(D̄) for all ε and if I is continuous on̄D, then

lim
ε→0

ε log
∫

D
ef (x)/εdνε = sup

x∈D
{ f (x)− I (x)}.(2.10)

REMARK 2.1. Writing equation (2.10) as

∫
D

ef (x)/εdνε = e[supx∈D{ f (x)−I (x)}+o(1)]/ε

makes its interpretation as an approximation more transparent.

Proof. The proof of (i) is the same as that given for Lemma 4.3.4 of Dembo and Zeitouni
(1993); the possibility thatf takes the value−∞ and the restriction to the integral over the
open setB do not affect the validity of the argument given there. For (ii), first observe that
if f ≡ −∞ the result holds trivially, so suppose this is not the case. ForM ∈ R define
CM = C ∩ {x : f (x) ≥ −M}; CM is closed becausef is continuous. For anyδ > 0 let
x0 ∈ C satisfy

f (x0)− I (x0) > sup
x∈C
{ f (x)− I (x)} − δ

and observe thatf (x0) > −∞. ChooseM ≥ − f (x0). Then

lim sup
ε→0

ε log
∫

C
ef (x)/ε dνε ≥ lim sup

ε→0
ε log

∫
CM

ef (x)/ε dνε

≥ sup
x∈CM

{ f (x)− I (x)}
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≥ f (x0)− I (x0)

> sup
x∈C
{ f (x)− I (x)} − δ.

The second inequality follows from equation (2.9) and Theorem 4.3.1 of Dembo and
Zeitouni (1993). (In that result, the integral is taken over the entire space. The restric-
tion to a closed subset appears in Dembo and Zeitouni as Exercise 4.3.11 and in Deuschel
and Stroock (1989) as 2.1.24.) Sinceδ > 0 is arbitrary, the result follows.

We apply Lemma 2.1 to the measuresνε(·) = P(
√
εZ ∈ ·) whereZ is a vector ofn

independent standard normal random variables. These measures satisfy a large deviations
principle with good rate functionI (z) = 1

2z′z. This function is evidently continuous, and
under eachνε open sets have the same measure as their closures and closed sets have the
same measure as their interiors. The last case in Lemma 2.1 therefore applies. We record
this important special case in the following lemma.

LEMMA 2.2. Suppose that f: Rn → [−∞,∞) is continuous and satisfies f(z) ≤
c1+ c2z′z for some c2 < 1/2 and all z∈ D, where D is either open or closed. Then

lim
ε→0

ε log E[ef (
√
εZ)/ε1D] = sup

z∈D
{ f (z)− 1

2z′z}.

Proof. We may assumec2 > 0 and choose any 1< q < 1/(2c2). Then

E[eq f (
√
εZ)/ε1D] ≤ eqc1/εE[eqc2Z′Z1D].

Sinceqc2 < 1/2, we haveE[eqc2Z′Z1D] ≤ E[eqc2Z′Z ] <∞ and thus

lim
ε→0

ε log E[eq f (
√
εZ)/ε1D] ≤ qc1 <∞.

This verifies equation (2.9). The result now follows from Lemma 2.1.

2.3. Asymptotic Optimality

We return now to the problem posed in equation (2.6) of finding the optimal drift vector
µ for estimatingE[exp(F(Z))1D]. To make precise the approximations following (2.6),
we generalize the setting and consider the problem of estimating

α(ε) = E[eF(
√
εZ)/ε1D], ε > 0.

Notice that the quantity of interestc = E[exp(F(Z))1D] is α(ε) at ε = 1. The Laplace
Principle approximations give us information aboutα(ε) asε → 0. In order to use this
information, we embed the problem of estimatingc in the more general problem of esti-
matingα(ε) and analyze the behavior of estimators ofα(ε) whenε is small. We will see
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shortly that lettingε → 0 can be interpreted as making a linear approximation toF in the
original problem of estimatingc.

Although ultimately we work only with unbiased estimators, to show that our estimators
remain attractive within a broader class we introduce the following definition.

DEFINITION 2.1. A family of estimators{α̂(ε)} is asymptotically relatively unbiasedif

E[α̂(ε)] − α(ε)
α(ε)

→ 0 asε → 0.(2.11)

In comparing such estimators (and unbiased estimators in particular) we compare their
second moments as in the following definition.

DEFINITION 2.2. A familyofasymptotically relativelyunbiasedestimators{α̂o(ε)} isasymp-
totically optimalif

lim sup
ε→0

ε log E[α̂2
o(ε)] = inf

{α̂(ε)}
lim sup
ε→0

ε log E[α̂2(ε)],(2.12)

the infimum taken over all{α̂(ε)} satisfying equation (2.11).
In other words,̂αo(ε) is asymptotically optimal if its second moment achieves the smallest

exponential rate inε. The degenerate estimatorα̂(ε) ≡ α(ε) is trivially unbiased and in
fact asymptotically optimal. Hence, the infimum in equation (2.12) is

lim sup
ε→0

ε logα2(ε) = 2 lim sup
ε→0

ε logα(ε).

An asymptotically optimal estimator is thus one whose second moment achieves twice the
exponential rate ofα(ε) itself. This condition is sometimes termedasymptotic efficiency.

For any candidate drift vectorµε , by theµε-IS estimator we mean

exp
{
ε−1F(

√
εZ)− µ′εZ + 1

2µ
′
εµε

}
1D,

with Z ∼ N(µε, In). (The symbolN(m, 6) denotes the normal distribution with mean
vectorm and covariance matrix6; as before,In is then × n identity matrix.) Our main
result on importance sampling gives conditions under which solving for the optimalµ in
equations (2.7) or (2.8) and settingµε = µ/√ε results in an asymptotically optimalµε-IS
estimator.

THEOREM2.1. Suppose that F: Rn → [−∞,∞) is continuous and satisfies F(z) ≤
c1+ c2z′z for some c2 < 1/4 and all z in a closed set D. There is then aµ ∈ D at which

F(µ)− 1
2µ
′µ = max

z∈D
{F(z)− 1

2z′z}(2.13)
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andε logα(ε)→ F(µ)− 1
2µ
′µ. A necessary and sufficient condition for theµε-IS estimator

withµε = µ/√ε to be asymptotically optimal is that

F(µ)− 1
2µ
′µ ≥ F(z)− 1

2z′z+ 1
4(z− µ)′(z− µ),(2.14)

for all z ∈ D. Moreover, in this case the optimalµ in equation (2.13) is unique.

Proof. Under the hypotheses of the theorem,F(z) − 1
2z′z is continuous and bounded

so it attains a maximum on the closed setD; thus,µ in (2.13) exists. The convergence of
ε logα(ε) to F(µ)− 1

2µ
′µ follows from Lemma 2.2.

Next, we identify necessary and sufficient conditions for asymptotic optimality of any
asymptotically unbiased estimatorα̂(ε). Let b(ε) = E[α̂(ε)] − α(ε). Using first Jensen’s
inequality and then the definition ofb(ε) yields

log E[α̂2(ε)] ≥ 2 logE[α̂(ε)]

= 2 log(α(ε)+ b(ε))

= 2 log(α(ε))+ 2 log(1+ b(ε)/α(ε))

= 2 log(α(ε))+ O(b(ε)/α(ε)),

with b(ε)/α(ε)→ 0 by equation (2.11). Thus, from Lemma 2.2 we find that

lim inf
ε→0

ε log E[α̂2(ε)] ≥ lim inf
ε→0

2ε log(α(ε))

= 2 lim inf
ε→0

ε log E[exp{F(√εZ)/ε}1D]

= 2 sup
z∈D
{F(z)− 1

2z′z}

= 2{F(µ)− 1
2µ
′µ}.

Moreover, the degenerate estimatorα̂(ε) = α(ε) achieves this rate, so an estimatorα̂(ε) is
asymptotically optimal if and only if

lim sup
ε→0

ε log E[α̂2(ε)] = 2[F(µ)− 1
2µ
′µ].

The second moment of theµ/
√
ε-IS estimator is

m(ε) = E
[
exp

{
ε−1

(
2F(
√
εZ)− µ′√εZ + 1

2µ
′µ
)}

1D
]
.

Lemma 2.2 applied to the function 2F(z)− µ′z+ 1
2µ
′µ yields

lim sup
ε→0

ε logm(ε) = sup
z∈D

{
2F(z)− µ′z+ 1

2µ
′µ− 1

2z′z
}
.(2.15)
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Thus, theµ/
√
ε-IS estimator is asymptotically optimal if and only if

sup
z∈D

{
2F(z)− µ′z+ 1

2µ
′µ− 1

2z′z
} ≤ 2[F(µ)− 1

2µ
′µ];(2.16)

that is, if and only if for allz ∈ D

2[F(z)− 1
2z′z] + 1

2z′z− µ′z+ 1
2µ
′µ ≤ 2[F(µ)− 1

2µ
′µ],

which is equivalent to equation (2.14). The uniqueness ofµ follows from the fact that the
last (quadratic) term on the right-hand side of (2.14) is strictly positive at allz 6= µ.

REMARKS 2.2. (i) The condition in equation (2.14) is analogous to theforbidden set
condition of Chen et al. (1993) in the rare event setting—that is, whenF ≡ 0.

(ii) The first-order conditionµ′ = ∇F(µ) provides a further indication of the attrac-
tiveness of this importance sampling scheme without explicit appeal to asymptotics inε.
Under the zero-drift measure, the importance sampling estimator becomes

eF(µ+Z)−µ′Z−(1/2)µ′µ1D.

A first-order Taylor approximation to the exponent suggests that this is

eF(µ)+∇F(µ)Z+O(Z′Z)−µ′Z−(1/2)µ′µ1D = eF(µ)−(1/2)µ′µeO(Z′Z)1D.

So, our choice of drift vector may be viewed as eliminating the variance contribution due
to the linear part ofF . Indeed, whenF is exactly linear andD = Rn, our importance
sampling estimator has zero variance. In Section 4, we return to this perspective and show
how to reduce the variance contribution arising from the quadratic part ofF .

(iii) At the end of Section 2.1 we suggested two heuristics for choosing an effective change
of drift: one based on minimizing the worst-case contribution to the variance, leading to
equation (2.7), and one based on maximizing the product of payoff and probability, leading
to equation (2.8). Assuming in each case that the maximum is attained in the interior ofD
and thatF is differentiable there, the first-order conditions become

2∇F(z)− µ′ − z′ = 0, z′ − µ′ = 0

for equation (2.7) (equivalently, for the maximum overµ of equation (2.15)) and

∇F(µ) = µ′(2.17)

for equation (2.8) (equivalently, (2.13)). Clearly, any solution to one provides a solution to
the other, so the heuristics are consistent. Viewed another way, the optimization problem
(2.13) finds the dominant term in the expansion forα(ε), the quantity to be estimated. Thus,
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if the optimum is unique, solving the first-order conditions (2.17) yields an approximation
to α(ε). Furthermore, because the first-order conditions to (asymptotically) minimize the
second moment are equivalent to (2.17), the single set of equations∇F(µ) = µ′ finds both
an approximation toα(ε) and an asymptotically optimal importance sampling procedure.

3. COMPUTING THE OPTIMAL DRIFT

In this section, we consider various ways of finding the asymptotically optimal change of
drift when one exists. We begin with a simple but convenient consequence of Theorem 2.1.

COROLLARY 3.1. Letµ solve equation (2.13). Thenµ/
√
ε is asymptotically optimal if

and only ifµ also solves

max
z∈D
{F(z)− 1

2z′z+ 1
4(z− µ)′(z− µ)},

in which case the maximal values in the two optimization problems are equal.

Proof. The result follows from the condition identified in equation (2.16) and substitu-
tion ofµ into the left side of (19).

Under additional conditions onF andD, this leads to a characterization in which equation
(2.14) is automatically satisfied and solving equation (2.13) suffices.

PROPOSITION3.1. Suppose D= {z : g(z) ≤ 0} for some convex function g, with
g(z) < 0 for at least one z. Suppose that F(z)− 1

4z′z is concave on D. Ifµ solves equation
(2.13), thenµ/

√
ε is asymptotically optimal.

Proof. Under our assumption onF , the function f (z) = 1
2z′z− F(z) is convex. Ifµ

solves equation (2.13), thenµ solves the convex program minz∈D{ 12z′z− F(z)}. By the
Kuhn–Tucker Theorem (Rockafeller 1970, Cor. 28.3.1) there exists aλ ≥ 0 satisfying
λg(µ) = 0 and

0 ∈ ∂ f (µ)+ λ∂g(µ),

where∂ f and∂g are the subdifferentials off andg, respectively (cf. Rockafeller 1970, p.
215). The function

h(z) = 1
2z′z− 1

4(z− µ)′(z− µ)− F(z)

is also convex. Observe that

∂h(µ)+ λ∂g(µ) = ∂ f (µ)+ λ∂g(µ),

so this set contains 0. Thus,(µ, λ) satisfies the Kuhn–Tucker conditions for the convex
program minz∈D h(z). It follows thatµ maximizes−h over D. In light of Corollary 3.1,
µ/
√
ε is asymptotically optimal.
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The computation of the optimal drift vector for the case of an Asian option (as in equation
(1.3)) is detailed in Section 5.1. For more complicated underlying assets and option payoffs
we find candidate drift vectors through numerical optimization. Verifying global optimality
is often difficult, but ultimately what matters is the variance reduction achieved, and this
can be assessed directly. We give examples in Section 5.

An alternative approach is to view the first-order conditions∇F(µ) = µ as a fixed point
equation and to solve it iteratively. Our next result gives conditions supporting this method.
For any matrixA, let ‖A‖ denote the square-root of the sum of the squared entries ofA.

PROPOSITION3.2. Suppose that F is twice continuously differentiable on D and that D
is convex. Let H(z) denote the Hessian of F at z.

(i) If ∇F maps D into D andsupz∈D ‖H(z)‖ < 1, then there is just oneµ ∈ D
satisfyingµ = ∇F(µ), and the iteratesµn+1 = ∇F(µn) converge to it for any
µ0 ∈ D.

(ii) If Do contains a fixed pointµ and‖H(µ)‖ < 1, then the iteratesµn+1 = ∇F(µn)

converge toµ for all µ0 in a neighborhood ofµ.

Proof. Both parts of the proposition follow from standard results on contraction map-
pings (see, e.g., Buck 1978, pp. 529–530).

In several examples we find that fixed-point iteration converges to a near-optimal point
in just four or five steps. However, we also find that the requirement that∇F mapD into
D cannot be taken for granted, particularly when 06∈ D.

A simple refinement of the fixed-point iteration can dramatically accelerate its conver-
gence. First note that we may rewrite the condition∇F(µ) = µ′ as∇G(µ)/G(µ) = µ′.
After i iterations, approximateG(µ) by G(µi )+∇G(µi )(µ−µi ) and∇G(µ) by∇G(µi ),
and letµi+1 be the solution to

µi+1 = ∇G(µi )

G(µi )+ ∇G(µi )(µi+1− µi )
.(3.1)

The solution can be given explicitly. Letβ ≡ β(µi+1) = 1/(G(µi )+∇G(µi )(µi+1−µi )),
so that

µi+1 = β∇G(µi ).(3.2)

Substituting forµi+1 given by equation (3.2) into the definition ofβ, we get the following
quadratic equation forβ:

‖∇G(µi )‖2β2+ (G(µi )− ∇G(µi )µi )β − 1= 0.

We use the positive root (sinceβ approximates 1/G(µ)) in equation (3.2) to get the solution
vectorµi+1. In our examples we find that whenG(0) > 0 a single iteration starting from
µ0 = 0 gives an excellent approximation to the optimalµ. Further theoretical support for
this approximation and a numerical investigation are reported in Glasserman, Heidelberger,
and Shahabuddin (1998).
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4. OPTIMAL STRATIFICATION

We saw in Section 2.3 (see the remarks following Theorem 2.1) that asymptotically optimal
importance sampling has the effect of eliminating variance due to the linear part ofF , at
least if the optimalµ satisfies the first-order conditionµ′ = ∇F(µ). By replacingZ with
Z + (µ/√ε) we can write theµ/

√
ε-IS estimator under the original measure and apply a

Taylor approximation to get

eε
−1[F(

√
εZ)−µ′√εZ+(1/2)µ′µ] (underPµ/√ε) = eε

−1[F(µ+√εZ)−µ′√εZ−(1/2)µ′µ] (underP0)

≈ eε
−1[F(µ)−ε(1/2)Z′H(µ)Z+o(ε)−(1/2)µ′µ]

≈ eε
−1[F(µ)−(1/2)µ′µ]e(1/2)Z

′H(µ)Z+o(1),(4.1)

whereH(µ) is the Hessian ofF atµ and we have omitted the indicator1D for simplicity.
This suggests that to obtain further variance reduction we need to address the quadratic
component ofF . We do this bystratifying certain linear combinations of theZi ; this is
essentially the same as numerically integrating along a small number of key directions.
In a simulation driven by arbitrary random vectors, stratifying on a linear combination
would typically be impractical because of the difficulty of sampling from the distribution of
the vector conditional on the linear combination; but in the Gaussian case the conditional
distribution is itself Gaussian and this makes the approach practical.

4.1. Preliminaries on Stratification

We begin with a general description of stratifyingu′Z with u a vector inRn and Z ∼
N(0, In). Since only the direction determined byu is relevant, we may takeu′u = 1. In
this case,u′Z has a standard normal distribution onR. Consider drawing a sample ofu′Z
from this distribution and then sampling the vectorZ conditional on the value ofu′Z. This
produces samples with the same distribution as drawing directly fromN(0, In) and has
no advantage over direct sampling. If, however, we draw the samples ofu′Z in a more
structured way than pure random sampling, the resulting samples of the vectorZ will be
more regularly distributed, at least along the direction determined byu.

For a stratified sample of sizeN, we partitionR into N subsetsB1, . . . , BN . Ultimately,
we will take these to be equiprobable intervals, but for the moment we keep the setting
general. LetXi have the distribution ofu′Z conditional onu′Z ∈ Bi , i = 1, . . . , N.
Assuming we can sample from this distribution, we then sample from the distribution ofZ
conditional on the value ofu′Z. Using standard properties of the normal distribution (e.g.,
Johnson and Wichern 1982, p. 136) we find that

(Z|u′Z = a) ∼ N(ua, In − uu′).(4.2)

In particular, the conditional covariance matrix does not depend ona, which simplifies
implementation.

Suppose now thatBi is the interval between the(i − 1)/Nth andi /Nth quantile of the
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standard normal distribution. To sample fromu′Z conditional onu′Z ∈ Bi , first set

Vi = i − 1

N
+ Ui

0

N
(4.3)

with Ui
0 uniform on [0,1); this makesVi uniform on [(i − 1)/N, i /N). Now setXi =

8−1(Vi ), with8 the inverse of the cumulative normal distribution. (Algorithms for quickly
and accurately evaluating this inverse are detailed in Marsaglia, Zaman, and Marsaglia
(1994) and in Moro (1995).) This givesXi the distribution of a standard normal variate
conditioned to lie in thei th stratumBi . Finally, set

Z̃i = uXi + CuYi ,(4.4)

whereYi ∼ N(0, In) (independent ofXi ) andCu is anyn× n matrix satisfyingCuC′u =
In − uu′. In particular, we may chooseCu = In − uu′ because

CuC′u = (In − uu′)(In − uu′) = In − uu′;

the matrixIn−uu′ is symmetric and idempotent. This choice ofCu is especially convenient
because equation (4.4) becomes

Z̃i = uXi + Yi − u(u′Yi ).

This is aO(n) calculation, whereasO(n2) operations would typically be required to calcu-
lateCuYi for other choices ofCu. We have found that takingCu = In − uu′ substantially
reduces the overhead required for stratified sampling, particularly when the dimensionn is
large. We refer to{Z̃1, . . . , Z̃N} (obtained using independentY1, . . . ,YN and independent
U1

0 , . . . ,U
N
0 ) as a stratified sample, stratified along directionu.

This construction easily generalizes ifu is replaced with ann× k matrixU , 1≤ k ≤ n,
satisfyingU ′U = Ik. In this case,U ′Z ∼ N(0, Ik), and(Z|U ′Z = a) ∼ N(Ua, I −UU ′).
To stratify ink dimensions, supposeN = mk and partition [0,1)k into N bins by dividing
each of thek coordinates intom intervals of equal width. Choose a point uniformly from
each bin and apply8−1 to each coordinate to obtain a sample ofU ′Z. Since we wantm to
be reasonably large, this procedure is infeasible unlessk is fairly small. (An alternative for
largek is Latin hypercube sampling (McKay et al. 1979). This method generatesk points
in [0,1)k stratified separately along each coordinate.)

By setting thej th component ofY in equation (4.4) equal to8−1(Ui
j ), withUi

1, . . . ,U
i
n−1

independent and uniform on [0,1), we make the entire sampling procedure a function on
[0,1)n. Indeed, if in equation (4.3) we were to replaceUi

0 with (2i − 1)/2N, we would
be using the midpoint rule for numerical integration along one (or more generallyk) of
then coordinates of [0,1)n and Monte Carlo for the other coordinates. This observation is
useful in assessing the variance reduction for a fixed choice ofu or U and then identifying
a particularly effective choice.

Consider, then, an arbitrary integrandf : Rn → R and the problem of estimating
c = E[ f (Z)], assumingE[ f 2(Z)] < ∞. For example,f could be the result of applying
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importance sampling toeF(Z), as it will be in our application. IfZ1, . . . , ZN are drawn
independently fromN(0, In), then the standard Monte Carlo estimator has variance

Var

[
1

N

N∑
i=1

f (Zi )

]
= σ 2

1

N

with σ 2
1 = E[( f (Z)− c)2]. Let

σ 2
N = Var

[
1

N

N∑
i=1

f (Z̃i )

]

be the corresponding variance using a stratified sample obtained by stratifying alongu′Z.
Observe that stratification induces dependence among theZ̃i . Defineg : R→ R by setting

g(x) = Var[ f (Z)|u′Z = x] ≡ Var[ f (X)], X ∼ N(ux, I − uu′),

and letφ denote the standard univariate normal density. In the next result, we letN increase
through a constant multiple of powers of two; accordingly, each stratification is a refinement
of those that precede it.

LEMMA 4.1. Suppose E[ f 2(Z)] <∞. For any u,σN ≤ σ1/
√

N with strict inequality
unless the integral of f over each of the equiprobable strata is the same for all strata.
Moreover,

σ 2
N =

1

N

(∫
g(x)φ(x)dx

)
+ o(1/N)(4.5)

as N increases through a constant multiple of powers of two.

Proof. Let ηN(x) denote the index of the stratum containingx; that is,x ∈ BηN (x). By
standard results on stratified sampling (e.g., Hammersley and Handscomb 1964, p. 55) we
have

Nσ 2
N = E[Var[ f (Z)|ηN(u

′Z)]](4.6)

and

σ 2
1 = E[Var[ f (Z)|ηN(u

′Z)]] + Var[E[ f (Z)|ηN(u
′Z)]] .(4.7)

This shows thatσ 2
N ≤ σ 2

1/N and that strict inequality holds unlessE[ f (Z)|ηN(u′Z)] is a
constant.

Let ξ = E[ f (Z)|u′Z] and define the sequenceξN = E[ξ |ηN(u′Z)]. As N increases
through a constant multiple of powers of two, theσ -algebras generated byηN(u′Z) form
an increasing family and theξN a martingale. Moreover,E[|ξ |] < ∞ soξN → ξ (Karlin
and Taylor 1975, p. 295). Jensen’s inequality gives supN E[ξ2

N ] ≤ E[ f 2(Z)] < ∞, so



IMPORTANCE AND STRATIFIED SAMPLING FOR PRICING PATH-DEPENDENT OPTIONS 133

Theorem 5.2 of Karlin and Taylor (1975, p. 282) ensures thatE[ξ2
N ] → E[ξ2]. Using

equation (4.6) we now find that

Nσ 2
N = E[Var[ f (Z)|ηN(u

′Z)]]
= E[ f (Z)2] − E[(E[ f (Z)|ηN(u

′Z)])2]

= E[ f (Z)2] − E[ξ2
N ]

→ E[ f (Z)2] − E[ξ2]

= E[ f (Z)2] − E[(E[ f (Z)|u′Z])2]

= E[Var[ f (Z)|u′Z]] =
∫

g(x)φ(x)dx,

as claimed.

We use this result in the next section to select particularly effective directions for strati-
fication.

4.2. Optimal Directions

In light of Lemma 4.1, an optimal directionu (at least for largeN) can be selected by
minimizing ∫

Var[ f (Z)|u′Z = x]φ(x)dx.

In practice, this is unlikely to be feasible so we consider approximations. Recall from
equation (4.1) that we are particularly interested in reducing variance due to the quadratic
component ofF . This motivates an examination of the optimal stratification direction when
F is exactly quadratic. Of course, ifF were truly quadratic andD all of Rn, simulation
would be unnecessary. Nevertheless, we will see that the quadratic case provides useful
guidance in selecting stratification directions for generalF .

Consider, then, ann × n symmetric nonsingular matrixA with eigenvaluesλ1, . . . , λn

all less than 1/2. Let f (z) = exp( 1
2z′Az). We want to solve

min
u:u′u=1

E[Var[e(1/2)Z
′AZ|u′Z]] .(4.8)

For eachi = 1, . . . ,n, let vi be an eigenvector associated withλi , normalized so that
v′i vi = 1.

THEOREM4.1. If (
λj ∗

1− λj ∗

)2

= max
i=1,...,n

(
λi

1− λi

)2

,(4.9)

then u= vj ∗ achieves the minimum in equation (4.8).

REMARK 4.1. The maximum in equation (4.9) is attained by the largest eigenvalue when
all eigenvalues are positive, the smallest (most negative) eigenvalue when all are negative,
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and is always either the smallest or the largest. Also, [λ/(1− λ)]2 = λ2 + O(λ3), so the
eigenvalue of largest magnitude achieves the maximum when all the eigenvalues are close
to zero.

Proof. See the Appendix.

Number the eigenvalues and eigenvectors of the matrixA so that

(
λ1

1− λ1

)2

≥
(

λ2

1− λ2

)2

≥ · · · ≥
(

λn

1− λn

)2

;

in particular,v1 is optimal in the sense of Theorem 4.1. A simple corollary to Theorem 4.1
is that the optimal direction orthogonal tov1 is v2, the optimal direction orthogonal to both
v1 andv2 is v3, and so on. To see this, use the spectral representation ofA to write

e(1/2)Z
′AZ =

n∏
i=1

e(λi /2)(v′i Z)2

and notice thatv′1Z, v′2Z, . . . , v′nZ are independent standard normals. Once we condition
on the value ofv′1Z, we are left with a problem of exactly the same form as the original
problem, but involving only the lastn − 1 factors. Applying Theorem 4.1 to the reduced
problem we find thatv2 is the optimal direction once we condition onv′1Z, and so on.

As a benchmark of the impact of combined importance sampling and stratification, the
next result gives explicit expressions for the variance in the caseF(z) = b′z+ 1

2z′Az for
someb ∈ Rn and some symmetricn × n matrix A with eigenvalues less than 1/2. Of
course, in this setting simulation is unnecessary because

E[eb′Z+(1/2)Z′AZ] = exp
(

1
2b′(I − A)−1b

)
|I − A|1/2 ,(4.10)

where| · | gives the determinant of a matrix. The comparison is nevertheless informative.

PROPOSITION4.1. (i)The standard Monte Carlo estimator has variance

e2b′(I−2A)−1b|I − 2A|−1/2− eb′(I−A)−1b|I − A|−1.

(ii) The variance minimizing drift vector isµ = (I − A)−1b and the variance of the
resulting importance sampling estimator is

eb′(I−A)−1b
(|I − 2A|−1/2− |I − A|−1

)
.

(iii) Stratifying the importance sampling estimator alongv1, . . . , vk, 1 ≤ k ≤ n,
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produces a limiting variance constant (in the sense of equation (4.5)) of

eb′(I−A)−1b

(
|I − 2A|−1/2− |I − A|−1

k∏
i=1

1− λi√
1− 2λi

)
.

A proof is given in the Appendix. It is worth noting that the optimal drift vectorµ in (ii)
coincides with the asymptotic optimum obtained by maximizingF(z) − 1

2z′z; this lends
further support to the approach suggested by Theorem 4.1. Also, the expression in (iii)
shows explicitly how each direction of stratification slices the limiting variance constant,
eliminating it completely whenk = n.

4.3. Computing Directions

Theorem 4.1 provides a strategy for identifying effective stratification directions, but
the task of actually computing these directions still remains. We now consider various
approaches.

The most straightforward approach evaluates the Hessian ofF at the pointµ used for
importance sampling and then computes the eigenvalues and eigenvectors of this matrix. In
simple examples, such as the Asian option in equation (1.3), second derivatives can be found
explicitly and evaluated quickly. In more complicated examples it becomes necessary to
evaluate them numerically, typically using finite difference approximations. This requires
O(n2) evaluations ofF , an effort comparable to simulatingO(n2) paths. (The only savings
in the function evaluations compared with simulation runs is that generating random draws
of Z becomes unnecessary.) Whether or not this effort is justified depends onn and the
total number of planned replications. If, say,n = 100 then even very modest variance
reduction would justify the effort if the precision required would otherwise entail 100,000
replications.

There are settings, however, in which time constraints severely limit the total computa-
tional effort that can be expended on pricing, regardless of the variance reduction achieved.
In such settings, approximations become necessary. We consider two.

The first method looks for approximations to the eigenvectors of the Hessian in anm-
dimensional subspace,m < n. We start by choosing ann×m matrix M whose columns
seem likely to span a good approximation to the optimal eigenvectorv1. For example, if we
believev1 should be approximately piecewise linear (as a function of the indexi = 1, . . . ,n)
we could chooseM to build ann-vector from anm-vector by linear interpolation. Let̄z

denote an element ofRm andzan element ofRn. The functionFM(z̄)
4= F(Mz̄)has Hessian

HM
4= M ′H M , H the Hessian ofF atMz̄. BecauseHM ism×m, it may be much simpler to

evaluate (through finite differences ofFM ) thanH . The next step is to find the eigenvalues
γ1, . . . , γm and eigenvectors̄v1, . . . , v̄m of the m × m matrix (M ′M)−1M ′H M , ranked
according to the criterion in equation (4.9). Our candidate stratification directions are then
M v̄1, . . . ,M v̄m. This procedure is exact ifF happens to depend onz only throughM ′z.
Moreover, any eigenvector ofH that lies in the range ofM is recovered by this procedure
along with its eigenvalue. For ifvi = Mx for somex, then(M ′M)−1M ′H Mx = λi x, and
x will be among thēvi , up to a scalar multiple.

The second approximation we consider in selecting stratification directions is even sim-
pler: stratify alongµ̃′Z, whereµ̃ = µ/√µ′µ andµ is the optimal drift used for importance
sampling. This choice is appropriate whenF is well-approximated by a scalar function
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of a linear combination of theZi . For if F(z) = f (b′z) with b ∈ Rn and f : R → R,
then∇F(z) = b′ ḟ (b′z) (the dot indicating differentiation), implying that any solution
to ∇F(µ) = µ is proportional tob; and then the Hessian ofF at z is bb′ f̈ (b′z). The
only nontrivial eigenvectors of this matrix are the scalar multiples ofb, so the optimalµ
for the importance sample is also optimal for stratification, once normalized. Indeed, if
F(z) = f (b′z) exactly, then stratification alongb eliminates all variance as the number of
strata increases to infinity. We will see through examples that usingµ can be surprisingly
effective, even when the relationF(z) = f (b′z) does not hold exactly.

5. EXAMPLES AND NUMERICAL RESULTS

We now illustrate the general results developed in previous sections through specific exam-
ples and numerical results.

5.1. Asian Option

Our first example—the arithmetic Asian option defined by equations (1.2) and (1.3)—is
arguably the simplest option pricing problem for which simulation is necessary. (Numerical
procedures are available for the problem with continuous averaging of the underlying but
not with discrete averaging; see Geman and Yor 1993.) For simplicity, we assume that
the datesti over which the average price of the underlying is computed are evenly spaced
and let1t denote this spacing. We begin with a discussion of the optimization problem
developed in Section 2 as a step in the importance sampling procedure. The structure of
this example allows for particularly efficient solution of the optimization problem.

We need to maximizeF(z) − 1
2z′z with F(z) = logG(z) and G as defined in equa-

tion (1.3). The discount factore−rT has no effect on the optimal solution so we can just as
well takeG(z) = [ S̄− K ]+. It clearly suffices to consider pointsz at whichG(z) 6= 0 and
thus at whichG andF are differentiable. The first-order conditions for optimality become

zj =
σ
√
1t
∑n

i= j Si

nG(z)
, j = 1, . . . ,n,

where we have writtenSi for Si1t . This implies that

z1 = σ
√
1t [G(z)+ K ]

G(z)
, zj+1 = zj − σ

√
1t Sj

nG(z)
, j = 1, . . . ,n− 1.(5.1)

Given a value ofG(z) ≡ y, equation (5.1) determinesz together with

Sj = Sj−1e(r−(1/2)σ
2)1t+σ√1tzj , j = 1, . . . ,n.(5.2)

Indeed, givenG(z) = y, the values ofz1, . . . , zn can be found very quickly starting by
recursively applying equations (5.1) and (5.2). Subject to the first-order conditions, we may
therefore view theSi as functions of the scalary rather than the vectorz. The optimization
problem thus reduces to finding they that indeed produces a payoff ofy atS1(y), . . . , Sn(y);
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that is, finding the root of the equation

g(y) ≡ 1

n

n∑
j=1

Si (y)− K − y = 0.

We do not have a proof that this equation has a unique root, but numerically this appears to
be the case. Bisection finds the root very quickly, and given this scalary, equations (5.1)
and (5.2) recoverz efficiently. We denote this vector byµ. Similar recursions apply ifr
andσ are time-varying (but deterministic) or if the averaging dates are unequally spaced.

Next, we turn to stratification. Second derivatives of log[S̄− K ]+ at any point at which
S̄ > K are easily expressed in closed form, so the matrix of second derivativesH(µ) at
the pointµ is easily computed. We can then find the eigenvalues and eigenvectors of this
matrix, though we will see shortly that this is often unnecessary.

To get an indication of the potential effectiveness of stratification in this problem we
examine the eigenvalues. TakeS0 = K = 50, σ = 0.30, r = 0.05, T = 1 (year), and
n = 64. At the optimalµ, the eigenvalue of largest magnitude is−0.451 and all other
eigenvalues have magnitudes smaller than 0.02, suggesting that this problem is a good
candidate for stratification. As a further indication, we can examine

(
|I − 2H(µ)|−1/2− |I − H(µ)|−1

k∏
i=1

1− λi√
1− 2λi

)
, k = 0,1, . . . ,64,(5.3)

whereλ1, λ2, . . . , λ64 are the eigenvalues ofH(µ) ranked in decreasing order of(λi /(1−
λi ))

2. In view of Proposition 4.1, this shows how stratifying along progressively more
directions would drive the variance to zero ifF were exactly quadratic. (The values for
k = 1, . . . ,8 as a percentage of the value fork = 0 are listed in Table 5.3 in the column
labeled “ξ = 0”; the other columns refer to the model of Section 5.2.) These suggest a
dramatic reduction in variance from stratifying along the first eigenvector and negligible
additional reduction from stratifying along a small number of additional directions. We
find the same pattern across a wide range of parameter values for this model.

Conveniently, the heuristic suggested at the end of Section 4.3 is remarkably effective in
this example. Figure 5.1 shows the optimal driftµ and optimal eigenvectorH(µ) for the
parameters above. The inner product between the two is 0.9993 when both are normalized
to have unit length. We find the same pattern across a wide range of parameter values. This
observation is important because it allows us to stratify along the optimal pathµ without
ever having to compute second derivatives or eigenvectors. Thus, this example provides an
ideal set of circumstances for our approach: The optimization problem is easily solved, the
Hessian appears to be well-suited to one-dimensional stratification, and we get an effective
direction for stratification with no additional computation.

Numerical results in Table 5.1 confirm the effectiveness of the procedure for this prob-
lem. The table shows variance reduction ratios, relative to standard Monte Carlo, using
importance sampling and importance sampling combined with stratification along eitherµ

or the optimal eigenvectorvj ∗ identified in Theorem 4.1. Each variance reduction ratio is the
variance per replication using standard Monte Carlo divided by the variance per replication
using the method indicated at the top of the column. The larger the ratio, the greater the im-
provement. Throughout this section, the number of runs is large enough to provide accurate
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FIGURE5.1. Optimal drift vector (solid line) and eigenvector (dashed line) for Asian option.
The eigenvector has been scaled to have the same norm as the optimalµ. The parameter
values areS0 = K = 50,σ = 0.30,T = 1, r = 0.05,n = 64.

estimates of both the price and its variance; for example, 99 percent confidence intervals for
the price are typically within±0.01. The results show that, by itself, importance sampling
provides moderate variance reduction, but when combined with stratification the effect is
astounding. In all our examples the additional computing time per replication required to
simulate using importance sampling and stratification is only about 5 percent of the time
required to simulate without variance reduction—negligible when compared with the vari-
ance reduction achieved. The modest additional effort required to solve the optimization
problem is not reflected in the variance reduction ratios, nor is the effort required to find
the optimal eigenvector required for the results in the last column. These are fixed costs, so
their effect depends on the number of paths generated: the greater the precision required
the less significant the time spent on the optimization or the eigenvector computation.

In all our examples with stratified sampling, we use an equal number of replications
in each stratum. For equiprobable strata (as is the case here), the optimal allocation of
replications to a stratum is proportional to the standard deviation of that stratum. By using
estimates of the standard deviations, we can assess the potential of attempting to further im-
prove the procedure by allocating replications to strata in a (near) optimal fashion. Although
additional significant potential improvements (e.g., 50 percent) can sometimes be achieved,
the typical potential improvement is much less. Furthermore, the best potential improve-
ments usually occurred when the combination of importance sampling and stratification
was already highly efficient.

We now modify the example by adding a knock-out provision at expiration: If at expira-
tion the price of the underlying asset is below a barrierB, the option pays(S̄−K )+ (as with
an ordinary Asian option), but if the final price is aboveB the option pays nothing. Since
the price of the underlying at expiration isSn (with n the number of simulation steps to
expiration), the payoff becomes(S̄−K )+1{Sn≤B}. The optimal path is still easily computed
if the constraintSn < B is appended with a Lagrange multiplier. When the constraint is
binding, the underlying terminates exactly at the barrier when evaluated at the optimal path;
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TABLE 5.1
Estimated Variance Reduction Ratios for the Asian Optiona

Parameters Importance Importance sampling
sampling and stratification

n σ K Price Variance Variance Variance
ratio ratio (µ) ratio (νj ∗ )

16 0.10 45 6.05 11 1,097 1,246
50 1.92 7.0 4,559 5,710
55 0.20 21 15,520 17,026

16 0.30 45 7.15 8.3 1,011 1,664
50 4.17 9.2 1,304 1,899
55 2.21 12 1,746 2,296

64 0.10 45 6.00 11 967 1,022
50 1.85 7.3 4,637 5,665
55 0.17 23 16,051 17,841

64 0.30 45 7.02 8.3 1,016 1,694
50 4.02 9.2 1,319 1,971
55 2.08 12 1,767 2,402

aAll results are based on a total of 1,000,000 runs. Stratified results use 100
strata. All results useS0 = 50,r = 0.05, andT = 1.0. Of the last two columns, the
first shows results based on stratifying along the optimalµ and the second shows
results based on stratifying along the optimal eigenvector.

otherwise, the optimal path is the same as in the absence of the barrier. One would expect
the presence of the barrier to reduce the effectiveness of our procedure because the linear
and quadratic approximations that motivate our approach seem less likely to apply in the
presence of a discontinuity in the payoff. IfB is large, reachingB is a rare event and one
might expect that importance sampling is particularly effective in pricing the corresponding
knock-in option with payoff(S̄− K )+1{Sn>B}.

These expectations are borne out by the numerical results in Table 5.2. Importance
sampling by itself is less effective in the knock-out examples than in the absence of a
barrier, but it can dramatically reduce variance in pricing the knock-ins when the barrier is
far from the underlying. (The knock-in price withK = 50, B = 80, andσ = 0.30 is only
0.00016 and so is perhaps too small to be of much practical interest, but these examples
illustrate the potential of the method.) The stratified results stratify along the optimalµ.
The impact of stratification varies; it is more effective for knock-ins than knock-outs and
in both cases its effectiveness increases as the barrier becomes more remote.

The numerical results in Table 5.2 suggest a possible indirect method for pricing knock-
outs: subtract the price of a knock-in from the price of the corresponding option without
a barrier, estimating the two parts in separate simulations using a change of drift and
stratification direction tailored for each. This is sometimes advantageous. Furthermore,
because the underlying asset in this example is modeled as geometric Brownian motion,
it is possible to simulate paths conditional onSn ≤ B or conditional onSn > B and thus
to eliminate the payoff discontinuity caused by the barrier. Because such an approach is
applicable only in the simplest models, we do not discuss it further.
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TABLE 5.2
Estimated Variance Reduction Ratios for the Asian Option with a

Knock-out or a Knock-in Barriera

Parameters Importance sampling Importance sampling
and stratification

K σ B Knock-out Knock-in Knock-out Knock-in
var. ratio var. ratio var. ratio var. ratio

50 0.10 60 2.4 8.4 6.1 25
70 6.4 198 240 992
80 7.0 29,327 3,864 195,055

50 0.30 60 2.0 6.2 2.4 14
70 2.0 7.0 4.1 16
80 3.1 12 8.9 34
100 6.0 46 46 167

55 0.10 60 6.5 19 9.1 43
70 17 232 351 787
80 21 30,701 12,988 154,406

55 0.30 60 3.9 10 4.4 41
70 2.8 9.1 4.5 18
80 3.8 14 9.2 34
100 7.5 49 51 157

aResults are based on a total of 1,000,000 runs withS0 = 50, r = 0.05, T = 1.0, and
n = 16. Stratified results use 100 strata and stratify in directionµ.

5.2. Stochastic Volatility

For pricing path-dependent options in a stochastic volatility model, simulation is typically
the only method available. The particular specification we consider is the Hull–White (1987)
model,

dSt = r St dt +
√

Vt St dW(1)
t

dVt = νVt dt + ξVtdW(2)
t ,

with E[dW(1)dW(2)] = ρ. We work with the following discrete-time counterpart:

Si+1 = Si (1+ r1t +
√

Vi1t Zi )

Vi+1 = min{m,Vi e
(ν−(1/2)ξ2)1t+ξ√1t(ρZi+

√
1−ρ2Zn+i )},

with m a constant. Withm = ∞ this would be an exact discretization of the variance
processVt but only one of many possible approximations to the solution of the equation for
St . In the continuous-time model,St has finite mean but infinite variance. Under the linear
discretization above, the variance is finite but increases very quickly with the number of
steps. Truncating theVi at m helps reduce this effect. (In our simulation results we take
m = 2.) To be consistent with our general framework, we have taken the stochastic input
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TABLE 5.3
Remaining Variance (as a percentage of total) after Stratification

in k Dimensions, as Measured by Equation (5.3)a

k ξ = 0 ξ = 0.5 ξ = 1 ξ = 2 ξ = 3
1 5.1 10.3 13.8 22.4 30.9
2 4.7 8.8 11.9 19.1 25.5
3 4.3 7.5 10.2 16.2 20.7
4 4.0 6.4 8.7 13.6 16.6
5 3.6 5.4 7.3 11.3 13.1
6 3.3 4.5 6.1 9.3 10.3
7 3.0 3.7 5.1 7.6 8.0
8 2.8 3.0 4.2 6.2 6.2

64 0 0 0 0 0
a In order to make all cases 64-dimensional problems, the constant
volatility caseξ = 0 is based on1t = 1/64 whereas the others
are based on1t = 1/32.

to the model to be a single vector(Z1, . . . , Z2n) of independent standard normals, though
in some respects it might be more natural to think of two separate vectors each of lengthn.

The payoff we consider is again that of a call option on the arithmetic mean,(S̄− K )+,
with the meanS̄ computed overn dates spaced1t = T/n time units apart. For this
problem, we find the optimalµ using general-purpose optimization code. The quasi-
Newton routine e04jbc included in the NAG library (1996) solves the problem extremely
quickly; on a Sun Enterprise 4000 workstation running the Solaris 2.51 operating system all
our optimization problems took less than one second and many took less than one-tenth of
a second. The solver included in the Excel spreadsheet handles this problem well too. For
parameter values that result in a positive payoff atz= 0, the fixed-point iteration discussed
in Section 3 appears to converge quickly, and the approximation in equation (3.2) is very
close to the optimum.

Throughout our examples we takeν = 0, r = 0.05, S0 = 50, T = 1, and truncate at
m = 2. The truncation has little impact on the mean but makes estimated variances much
more stable. Figures 5.2 and 5.3 show, respectively, the optimalµ and the path ofS and
V evaluated at the optimalµ, all with the parametersK = 50,

√
V0 = 0.30, ρ = 0.5,

n = 32, andξ = 2. (Hull and White (1987) suggest thatξ = 1 may be more realistic;
we use a larger value in the figures to get a sharper contrast with the constant volatility
case.) Figure 5.2 displays the optimalµ (the solid line) in two pieces corresponding to the
first 32 and second 32Zi in the recursions above. The figures indicate that the product of
probability and payoff is maximized by a trajectory in which volatility first increases and
then decreases, driving the price of the underlying to climb first sharply and then gradually
to achieve a large value ofS̄.

For the same parameter values, Figure 5.2 shows the optimal eigenvector (the dashed
line) for the Hessian evaluated at the optimalµ. The eigenvector has been scaled to have
the same total length (the same sum of squares) asµ. The first 32 values are similar to
those of the optimalµ itself and the second 32 values are nearly the mirror image of the
corresponding entries ofµ. (Of course, the sign of the eigenvector is indeterminate so the
two halves can be interchanged in this statement. If we change the sign of the last 32 values
of the eigenvector we must also change the sign of the first 32 values so the two halves in
the figure cannot be simultaneously aligned.)
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FIGURE 5.2. Optimal drift vector (solid line) and eigenvector (dashed line) for the Asian
option in the Hull–White stochastic volatility model. The parameter values areS0 = K =
50, T = 1, r = 0.05, ν = 0, ξ = 2,

√
V0 = 0.30, n = 32. In each of the vectors in the

figure, both thei th and the(32+ i )th coordinates are associated with thei th increment of
the process.

FIGURE5.3. Path of underlying priceS(left panel) and conditional varianceV (right panel)
evaluated atz= µ (the optimal drift vector) for the Asian option in the stochastic volatility
model. The parameter values areS0 = K = 50, T = 1, r = 0.05, ν = 0, ξ = 2,√

V0 = 0.30,n = 32.

Table 5.3 displays values of equation (5.3) for this example for various values ofξ .
Whereas the values for constant volatility (ξ = 0) drop very quickly, withξ = 3 the
decay is gradual; indeed, the table suggests that it would take stratification in more than
eight dimensions whenξ = 3 to achieve the same variance reduction as stratification in a
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TABLE 5.4
Estimated Variance Reduction Ratios for the Hull–White Stochastic

Volatility Modela

Parameters Importance Importance sampling
sampling and stratification

K T ξ Price Variance Variance Variance
ratio ratio (µ) ratio (νj ∗ )

50 0.25 0.0 1.92 8.3 3,864 4,955
0.5 1.91 8.3 307 431
1.0 1.91 8.5 103 147
2.0 1.88 8.8 34 46

50 1.00 0.0 4.07 9.3 1,355 1,947
0.5 4.05 9.2 84 123
1.0 4.00 9.7 31 43
2.0 3.81 9.9 14 18

55 0.25 0.0 0.39 19 8,304 9,447
0.5 0.41 19 588 673
1.0 0.44 19 204 235
2.0 0.47 20 73 82

55 1.00 0.0 2.12 12 1,827 2,363
0.5 2.17 12 113 145
1.0 2.19 13 43 55
2.0 2.12 15 22 25

aAll results are based on a total of 1,000,000 runs. Stratified results use 100 strata.
All results useS0 = 50,V0 = 0.09,r = 0.05,ν = 0,ρ = 0.5, andn = 32. Forξ > 0,
Vi is capped at 2.0. Results forξ = 0 correspond to constant volatility.

single dimension whenξ = 0. This comparison is merely suggestive, however, because
equation (5.3) is an exact measure only in the quadratic case.

Numerical results illustrating the actual variance reduction appear in Table 5.4. By itself,
importance sampling reduces variance by a factor of 8–20; in combination with stratification
(along eitherµ or the optimal eigenvectorvj ∗ ) it remains very effective, particularly for
small values ofξ . The diminishing effectiveness with increasingξ is consistent with what
would be predicted by looking at the eigenvalues of the Hessian and what might even be
predicted from the specification of(St ,Vt ): this model is far less linear than the constant
volatility model.

5.3. CIR Model

Our final example is the interest rate model of Cox, Ingersoll, and Ross (1985):

drt = κ(a− rt )dt + σ√rt dWt .(5.4)
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As noted by Rogers (1995), whend ≡ 4aκ/σ 2 is an integer,{rt , t ≥ 0} has the same law
as{‖Xt‖2, t ≥ 0}, whereXt is thed-dimensional process defined by

d Xt = −κ
2

Xt dt + σ
2

d Bt ,

whereBt is a standardd-dimensional Wiener process, and the components ofX0 are all
equal to

√
r0/d. This equation has solution

Xt = e−(1/2)κt X0+ σ
2

∫ t

0
e−(1/2)κ(t−s) d Bs.

On a discrete grid of pointsj1t , j = 0,1, . . ., the i th coordinate of this process can be
simulated without discretization error by setting

X(i )
( j+1)1t = e−(1/2)κ1t X(i )

j1t +
σ

2

√
1

κ

(
1− e−κ1t

)
Z(i−1)n+ j , j = 0,1, . . . ,n− 1,

whereZ1, . . . , Zdn are independent standard normals. An alternative (applicable even if
d is not an integer) discretizes equation (5.4) directly. Our method applies as well to a
discretization of (5.4); we have chosen to use the exact procedure available whend is an
integer solely to separate the examination of variance reduction from discretization bias
unrelated to our method.

The price of a discount bond with maturityT is given by

E

[
exp

(
−
∫ T

0
ru du

)]
.

This expectation is available in closed form in the CIR model but it is still useful as a
numerical illustration. We set1t = T/(n + 1) and approximate the integral inside the
expectation by a sum

exp

(
−1t

n∑
i=0

ri1t

)
,

with theri1t simulated as described above. Withd restricted to integer values, the dimension
of this problem isnd.

The parameter values we consider area = 0.064,κ = 0.05,σ = 0.08 (hence,d = 2),
and various values ofr0 andT . In all cases the optimalµ is nearly (if not exactly) linear,
increasing through negative values and thereby drivingri1 to decrease. The optimalµ is
the same forX(1) andX(2). The eigenvalues of the Hessian atµ consistently appear with
multiplicity two. The optimalµ is nearly contained in the eigenspace associated with the
eigenvalue maximizing(λ/(1− λ))2; more precisely, the norm of its projection onto the
eigenspace is 99.6 percent of the norm ofµ itself.

Numerical results for this example are given in Table 5.5. Here we find that importance
sampling by itself can produce more than a hundredfold reduction in variance, and that
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TABLE 5.5
Estimated Variance Reduction Ratios for Bond Prices in the CIR

Modela

Parameters Importance Importance sampling
sampling and stratification

T r0 Price Variance Variance Variance
ratio ratio(µ) ratio(νj ∗ )

0.25 0.044 98.90 227 397 411
0.064 98.41 330 576 597
0.084 97.92 433 755 771

1.0 0.044 95.66 57.2 104 108
0.064 93.81 82.7 150 155
0.084 91.99 108 197 203

aPrices are for face value of 100. All results are based on a total of 1,000,000
runs, withd = 2, κ = 0.05, σ = 0.08, andn = 16. Stratified results use 100
strata.

stratification further reduces variance by roughly a factor of two. There is virtually no
difference in performance between stratifying along the optimal eigenvector and stratifying
alongµ. The effectiveness of importance sampling in this case is likely due to the extent
of linearity in the model.

To make the model less linear, we introduce some optionality. We consider an interest
rate cap struck atK paying (ri1t − K )+ at time (i + 1)1t , i = 0,1, . . . ,n. The total
discounted payoff is

n∑
i=1

e
−1t

∑i

j=0
r j1t
(ri1t − K )+.

This formulation is slightly nonstandard in that it blurs the distinction between discrete and
continuous compounding, but it is nevertheless illustrative.

Like our previous examples, this one shows a great deal of similarity between the optimal
drift for importance sampling and the optimal eigenvector for stratification. An example
appears in the left panel of Figure 5.4; whenµ is normalized to have unit length (like
the eigenvector), the two are nearly indistinguishable. So we use the optimalµ for both
importance sampling and stratification. Numerical results appear in Table 5.6. By itself,
importance sampling is less effective for the cap than for the bond (as expected) and strat-
ification generally has greater impact than before. The combination reduces variance by
factors in the range of 30–200. The effectiveness of the two stratification directions is nearly
identical.

6. CONCLUDING REMARKS

The framework we have developed in this paper—using importance sampling to eliminate
the variance from the linear part of the log-payoff, and using stratification to reduce variance
from the quadratic part—lends itself to many more variations than we have investigated
here. For example, further approximations to the optimal drift and stratification directions
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TABLE 5.6
Estimated Variance Reduction Ratios for Cap Prices in the CIR

Modela

Parameters Importance Importance sampling
sampling and stratification

T K Price Variance Variance Variance
ratio ratio (µ) ratio (νj ∗ )

0.25 0.064 4.29 11 52 53
0.074 0.55 22 63 62
0.084 0.05 81 199 212

1.0 0.064 8.17 11 38 40
0.074 3.13 14 38 38
0.084 1.11 20 49 48

aPrices are for face value of 100. All results are based on a total of 1,000,000
runs. Stratified results use 100 strata. All results used = 2, κ = 0.05,σ = 0.08,
r0 = 0.064, andn = 16.

FIGURE 5.4. The left panel shows the optimal drift vector (solid line) and eigenvector
(dashed line) for cap in the CIR interest rate model. The right panel shows the path of
the interest rate evaluated at the optimal drift. The parameter values arer0 = a = 0.064,
κ = 0.08, σ = 0.05, K = 0.074, T = 1, andn = 16. In each of the vectors in the left
panel, both thei th and the(16+ i )th coordinates are associated with thei th increment of the
interest rate path in the right panel. The optimal drift increases until the cap is in-the-money
and then decreases.

could be explored. The optimization problem could be re-solved (exactly or approximately)
at various points along a path. Stratification along multiple directions could naturally be
combined with quasi-Monte Carlo techniques. Indeed, the ranking provided by Theorem 4.1
seems likely to be useful in other applications of quasi-Monte Carlo and perhaps even with
other numerical techniques for pricing path-dependent options.



IMPORTANCE AND STRATIFIED SAMPLING FOR PRICING PATH-DEPENDENT OPTIONS 147

APPENDIX

This appendix contains proofs of Theorem 4.1 and Proposition 4.1.

Proof of Theorem 4.1. By a standard decomposition of variance, we can rewrite equation
(4.8) as

Var[e(1/2)Z
′AZ] − Var[E[e(1/2)Z

′AZ|u′Z]] = Var[e(1/2)Z
′AZ] − E[(E[e(1/2)Z

′AZ|u′Z])2]

+ (E[e(1/2)Z
′AZ])2;

hence, (4.8) is equivalent to

max
u:u′u=1

E[(E[e(1/2)Z
′AZ|u′Z])2].(A.1)

We proceed by recording three useful identities. For any positive definitem×m matrix M
and anym-vectorw

1

(2π)m/2

∫
Rm

e−(1/2)x
′Mx+w′x dx = |M |−1/2e(1/2)w

′M−1w,(A.2)

where|M | denotes the determinant ofM . For anyM partitioned as

M =
(

M11 M12

M21 M22

)
(A.3)

with M22 nonsingular,

|M | = |M22||M11− M12M−1
22 M21|.(A.4)

If ξ ∼ N(0,1), then

E[etξ2
] = 1√

1− 2t
, t < 1/2.(A.5)

Recognize equation (A.2) as a property of the moment generating function of the normal
distribution with covariance matrixM−1; equation (A.4) is standard (see, e.g., Rao and
Toutenburg 1995, p. 289); equation (A.5) is the moment generating function of a chi-square
random variable with 1 degree of freedom.

Conditional onu′Z = a, the vectorZ has distributionN(au, I −uu′). Consider first the
special caseu = e1 = (1,0, . . . ,0)′, and letX have distributionN(ae1, I −e1e′1). Partition
A the wayM is partitioned in equation (A.3) withA11 scalar. The conditional expectation
in equation (A.1) is given by

E[e(1/2)X
′AX] = E[e(1/2)(ae1+(X−ae1))

′A((X−ae1)+ae1)]

= e(1/2)a
2 A11 E[e(1/2)[2ae′1 A(X−ae1)+(X−ae1)

′A(X−ae1)] ]
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= e(1/2)a
2 A11

1

(2π)
n−1

2

∫
Rn−1

e−(1/2)x
′x · e(1/2)(2a A12x+x′A22x) dx

= e(1/2)a
2 A11

1

(2π)
n−1

2

∫
e−(1/2)x

′(I−A22)x · ea A12x dx.

To evaluate this expression we may invoke equation (A.2), providedI − A22 is invertible.
For any unit length(n− 1)-vectorx,

x′A22x = (0 x′)A(0 x′)′ ≤ max
i=1,...,n

λi < 1/2,

so all eigenvalues ofA22 are less than 1/2, ensuring thatI − A22 is invertible. Applying
(A.2) and noting that the symmetry ofA implies A21 = A′12, we get

E[e(1/2)X
′AX] = e(1/2)a

2 A11

|I − A22|1/2 e
a2

2 A12(I−A22)
−1 A21.

SettingM = I − A in equation (A.4) yields

|I − A| = |I − A22| · (1− A11− A12(I − A22)
−1A21),

and therefore

A11+ A12(I − A22)
−1A21 = 1− |I − A|

|I − A22| .

We conclude that, withu = e1,

E[e(1/2)X
′AX] = |I − A22|−1/2 exp

[
a2

2

(
1− |I − A|
|I − A22|

)]
.

For generalu, let U be any orthogonal matrix withUe1 = u and setG = U ′AU. Observe
that if X ∼ N(au, I − uu′), then

X′AX = X′(UU ′)A(UU ′)X = (U ′X)′G(U ′X), U ′X ∼ N(ae1, I − e1e′1).

The calculation above foru = e1 thus applies to generalu if we replaceA with G:

E[e(1/2)X
′AX] = |I − G22|−1/2 exp

[
a2

2

(
1− |I − G|
|I − G22|

)]
.

Recalling now thata = u′Z, we get

E[(E[e(1/2)X
′AX])2] = |I − G22|−1E

[
exp

{
(u′Z)2

(
1− |I − G|
|I − G22|

)}]
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= |I − G22|−1

(
2
|I − G|
|I − G22| − 1

)−1/2

,

using equation (A.5) and the fact thatu′Z ∼ N(0,1). We need to maximize this expression
overu. BecauseG = U ′AU, G andAhave the same eigenvalues, so|I−G| =∏n

i=1(1−λi ).
This is independent ofu so we may equivalently solve

max
u:u′u=1

( |I − G22|
|I − G| − 1

)2

.(A.6)

Letβ2, . . . , βn be the eigenvalues ofG22, so that|I −G22| =
∏n

i=2(1−βi ). Now we make
the following claim.

Claim: Every(β2, . . . , βn) arising from some choice ofu is contained within the convex
hull of the points(λp(1), . . . , λp(n−1))generated by all permutationspof the indices 1, . . . ,n.

We defer the proof of the claim until the end. Replace equation (A.6) with

max
β2,...,βn

(∏n
i=2(1− βi )∏n
i=1(1− λi )

− 1

)2

under the ostensibly weaker constraint that(β2, . . . , βn) belong to the convex hull de-
scribed in the claim. Since this is a problem of maximizing a (symmetric) convex func-
tion over a convex set, the maximum is attained at an extreme point of the form of
(λ1, . . . , λj−1, λj+1, . . . , λn), for some j = 1, . . . ,n. In fact, every such point corre-
sponds to a feasible solution for the original problem (A.6) withu = vj : let V be an
orthogonal matrix of eigenvectors ofA with vj as first column; then the eigenvalues of
G22 = (V ′AV)22 are precisely theλi , i 6= j . The solution to (A.6) is therefore given by

max
u=vj , j=1,...,n

( |I − G22|
|I − G| − 1

)2

= max
j=1,...,n

(
1

1− λj
− 1

)2

= max
j=1,...,n

(
λj

1− λj

)2

.

It remains to prove the claim. First we argue thatβ2, . . . , βn are the nonzero eigenvalues
of (I − uu′)A(I − uu′). By definition, they are the eigenvalues ofG22 = (U ′AU)22 and
therefore also the nonzero eigenvalues of

(
0 0
0 (U ′AU)22

)
= (I − e1e′1)U

′AU(I − e1e′1).

But

(I−e1e′1)U
′AU(I−e1e′1) = U ′U (I−e1e′1)U

′AU(I−e1e′1)U
′U = U ′(I−uu′)A(I−uu′)U

has the same eigenvalues as(I − uu′)A(I − uu′).
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Now let P be an orthogonal matrix of eigenvectors of(I − uu′)A(I − uu′) and B a
diagonal matrix of eigenvalues with(I − uu′)A(I − uu′) = P B P′. We can choose these
so that the first column ofP is u (the eigenvector associated with eigenvalue 0) and the
diagonal entries ofB are 0, β2, . . . , βn. Expanding, we find that

B = P′AP− P′Aue′1− e1u′AP+ e1e′1(u
′Au) ≡ P′AP− D,

with Dj j = 0 for j = 2, . . . ,n. This shows that(D11, β2, . . . , βn) is the main diagonal of
P′AP, and therefore by Schur’s Theorem (Marshall and Olkin 1979, p. 218) it is contained
in the convex hull of the permutations of(λ1, . . . , λn). A fortiori, (β2, . . . , βn) is contained
in the convex hull of points generated by permutations of all subsets of sizen − 1 of
{λ1, . . . , λn}.

Proof of Proposition 4.1. The standard Monte Carlo estimator averages independent
replications of exp(b′Z + 1

2 Z′AZ). Its variance per replication is the difference between
the second momentE[exp(2b′Z+Z′AZ)] and the square of its meanE[exp(b′Z+ 1

2 Z′AZ)].
Each of these expectations is evaluated using equation (4.10) (which follows from equa-
tion (A.2)). Subtracting then yields the expression in (i). For any choice ofµ, using
equation (2.4) and then equation (4.10) we find that the second moment of the importance
sampling estimator based onµ is

E
[
e2b′Z+Z′AZe−µ

′Z+(1/2)µ′µ
]

(A.7)

= exp
(

1
2(2b− µ)′(I − 2A)−1(2b− µ)+ 1

2µ
′µ
) |I − 2A|−1/2.

Minimizing this expression overµ yields the optimal valueµ = (I − A)−1b. Substituting
this choice in equation (A.7) yields the expression in (ii).

Some algebra shows that the importance sampling estimator based on the optimalµ can
be expressed under the original zero-mean measure (cf. equation (2.3)) as

α̂ = exp
(

1
2b′(I − A)−1b+ 1

2 Z′AZ
)
.

We need to show thatE[Var[α̂|v′1Z, . . . , v′k Z]] is given by the expression in the proposition.
This expectation is equal to

E[α̂2] − E
[
E[α̂|v′1Z, . . . , v′k Z]2

]
.

The first of these terms matches the first term in (iii) (again using equation (4.10)). To
complete the proof we need to show thatE

[
E[exp( 1

2 Z′AZ)|v′1Z, . . . , v′k Z]2
]

equals the
second term inside parentheses in the expression in (iii). We have

E
[
E[exp( 1

2 Z′AZ)|v′1Z, . . . , v′k Z]2
] = E

[
E[

n∏
i=1

e(1/2)λi (v
′
i Z)2|v′1Z, . . . , v′k Z]2

]

= E

( k∏
i=1

e(1/2)λi (v
′
i Z)2

n∏
i=k+1

1√
1− λi

)2

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= E

[
k∏

i=1

eλi (v
′
i Z)2

n∏
i=k+1

1

1− λi

]

=
k∏

i=1

1√
1− 2λi

n∏
i=k+1

1

1− λi
,

the second and fourth equalities following from equation (A.5). This equals the desired
term in (iii).
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